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The paper introduces RAGCare-QA, an extensive dataset of
420 theoretical medical knowledge questions for assessing
Retrieval-Augmented Generation (RAG) pipelines in medical
education and evaluation settings. The dataset includes one-
choice-only questions from six medical specialties (Cardiol-
ogy, Endocrinology, Gastroenterology, Family Medicine, On-
cology, and Neurology) with three levels of complexity (Ba-
sic, Intermediate, and Advanced). Each question is accompa-
nied by the best fit of RAG implementation complexity level,
such as Basic RAG (315 questions, 75.0 %), Multi-vector RAG
(82 questions, 19.5 %), and Graph-enhanced RAG (23 ques-
tions, 5.5 %). The questions emphasize theoretical medical
knowledge on fundamental concepts, pathophysiology, diag-
nostic criteria, and treatment principles important in med-
ical education. The dataset is a useful tool for the assess-
ment of RAG- based medical education systems, allowing
researchers to fine-tune retrieval methods for various cat-
egories of theoretical medical knowledge questions.
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Specifications Table

Subject Health Sciences, Medical Sciences & Pharmacology
Specific subject area Theoretical medical knowledge assessment with RAG pipelines in educational contexts
Type of data Data Types: JSON
Data Format: One-choice-only questions with annotations
Data collection The RAGCare-QA dataset was compiled from medical text-books, educational materials,

and clinical guidelines primarily from European medical literature. Questions were
formulated to test theoretical medical knowledge across different complexity levels.
Each question was analyzed by medical education experts to determine optimal RAG
pipeline suitability.
Data source location Institution: Faculty of Computer Science and Engineering, Ss. Cyril and Methodius
University
City/Town/Region: Skopje, Balkan Region
Country: North Macedonia
Primary Data Source: European Medical Textbooks and Educational Literature
Data accessibility Repository name: RAGCare-QA
Data identification number: DOI to be assigned
Direct URL to data: https://huggingface.co/datasets/ChatMED-Project/RAGCare-QA
Related research article None

1. Value of the Data

» RAGCare-QA dataset is designed to benchmark state-of-the-art RAG architectures recommen-
dations for theoretical medical knowledge through 420 human annotated single-choice ques-
tions, well-distributed in 6 different medical specialties.

+ Researchers can leverage this resource to build more effective educational tools that adapt
their retrieval strategies based on question complexity and medical specialty.

» The dataset fills a gap in medical Al by providing a standardized benchmark that supports
the development of Al-based adaptive educational tools.

» The dataset classifies each question by the most suitable RAG architecture, Basic, Multi-
vector, or Graph-enhanced, needed for context retrieval, enabling precise performance com-
parisons across retrieval strategies.

» The dataset can serve as a foundation for development of specialized retrieval strategies to
enhance learning outcomes in medical education.

2. Background

The integration of artificial intelligence (AI) in medical education has gained significant mo-
mentum, with RAG systems showing particular promise for knowledge assessment and educa-
tional content delivery [1,2]. While large language models (LLMs) demonstrate substantial med-
ical knowledge, their performance in educational contexts is significantly enhanced when com-
bined with specialized retrieval systems that access curated medical educational content [3,4].

Theoretical medical knowledge assessment has particular requirements distinguishing it from
clinical problem-solving exercise. Didactic questions require precise recall of bottom-line ideas,
pathophysiologic processes, and traditional medical principles from structured sets of knowl-
edge [5,6]. The depth of medical theoretical knowledge, from straightforward definitions to in-
tricate pathophysiological correlations, requires sophisticated retrieval mechanisms that can be
calibrated for differing levels of cognition.

Existing medical QA datasets, including PubMedQA [5], MedMCQA [6], and specialized
disease-focused collections [7], primarily emphasizing clinical decision-making rather than sys-
tematic evaluation of retrieval pipelines for educational content. These datasets evaluate model
performance against established medical knowledge, however, do not address how different RAG
pipelines influence learning and assessment outcomes in educational settings. The landscape of
RAG pipelines offers multiple approaches, each with distinct advantages for educational applica-
tions.
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Basic RAG implementations provide straightforward document retrieval suitable for direct
factual queries common in foundational medical education [8]. Multi-vector RAG models show
promise in managing various types of educational content, ranging from dictionary-style defini-
tions to elaborate explanations, making them a good fit for inclusive medical education applica-
tions [9,10]. Graph-augmented RAG systems excel at representing hierarchical medical knowl-
edge structures and complex concept relationships essential for advanced theoretical under-
standing [11,12]. These pipeline designs have shown to be useful in educational settings where
information must be accessed from several angles and sources of knowledge.

There is a notable gap in the medical Al community regarding systematic approaches to
choosing suitable RAG pipelines for different categories of theoretical medical knowledge ques-
tions, which often leads to suboptimal design of educational systems. Although recent advances,
such as HuatuoGPT

[13] and other education-oriented Al models, have contributed to medical education, they
have largely prioritized architectural improvements over the optimization of retrieval strategies
for instructional content.

This dataset bridges this important gap by offering a systematically annotated set of theo-
retical medical questions with specific RAG pipeline recommendations, allowing evidence-based
retrieval strategy selection for medical education use cases.

3. Data Description
3.1. Dataset structure and composition

The RAGCare-QA dataset comprises 420 theoretical medical knowledge questions systemat-
ically distributed across medical specialties, complexity levels, and RAG implementation cate-
gories. Table 1 provides a detailed breakdown of the dataset structure.

3.2. Complexity level distribution

« Basic (150 questions): Fundamental medical concepts, definitions, and straightforward factual
knowledge.

« Intermediate (181 questions): Moderate complexity questions in- volving pathophysiology,
diagnostic criteria, and treatment principles.

» Advanced (89 questions): Complex theoretical scenarios requiring deep understanding of
medical mechanisms and advanced concepts.

RAG Implementation Complexity Distribution:

- Basic RAG: 315 questions (75.0 %) - Direct factual queries with explicit terminology and
straightforward retrieval requirements.

Table 1

Dataset Breakdown by Medical Specialty and Complexity Levels.
Medical Specialty Basic Intermediate Advanced Total
Cardiology 32 36 19 87
Endocrinology 28 32 14 74
Family Medicine 26 41 14 81
Gastroenterology 20 22 12 54
Neurology 20 22 15 57
Oncology 24 28 15 67

Total 150 181 89 420
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Table 2

RAGCare-QA Statistical Features.
Feature Minimum Average Maximum
Question Length (words) 12 47 112
Answer Options 5 5 5
Context Length (words) 25 89 245
Publication Years 1985 2015 2024

Reference Types: Medical Textbooks (63 %), Peer-reviewed Journals.
(30 %), Other Sources (7 %).

Multi-vector RAG: 82 questions (19.5 %) - Questions requiring diverse knowledge sources and
multiple representation approaches.

Graph-enhanced RAG: 23 questions (5.5 %) - Complex relationship- based queries requiring
structured knowledge representation.

Each entry in the dataset follows a structured format with the following fields:

- Type: Medical specialty classification.

Question: Multiple-choice question with options (a-e).

« Answer: Correct answer designation (a, b, c, d, or e).

Text Answer: Correct answer in textual format

Reference: Citation of the medical literature source.

Page: Specific page reference within the source.

Context: Relevant text from source that supports the answer.

Label: Optimal RAG pipeline classification.

Complexity: Difficulty level based on the depth of medical knowledge and clinical reasoning
required to answer the question

3.3. Dataset statistics and characteristics

The RAGCare-QA dataset exhibits diverse features across question complexity and content
structure. Table 2 provides detailed statistical analysis of the dataset composition.

Answer Distribution Analysis: The correct answers are well- distributed across all five op-
tions, ensuring balanced assessment: Option A (22 %), Option B (20 %), Option C (19 %), Op-
tion D (21 %), Option E (18 %). This distribution prevents systematic bias toward specific answer
positions. Source Reference Analysis: Reference Source Distribution: The dataset incorporates a
balanced mix of authoritative medical sources: medical textbooks (63 %), peer-reviewed journal
articles (30 %), and other specialized medical resources (7 %). The primary sources include "In-
terna medicina” (6th edition, 2022) [14] and "Harrison’s Principles of Internal Medicine” [15] for
foundational knowledge, supplemented by high-impact journal publications. Publication years
span from 1985 to 2024, ensuring coverage of both foundational medical knowledge and current
research developments.

Complexity Progression: Questions demonstrate clear complexity escalation from Basic (av-
erage 32 words) to Intermediate (average 48 words) to Advanced (average 65 words), reflecting
increasing cognitive load and knowledge integration requirements

3.4. Question examples by RAG pipeline type

The dataset encompasses various types of theoretical medical knowledge questions, each de-
signed to test specific aspects of medical understanding, with optimal RAG pipeline assignments
based on the framework shown in Fig. 1.
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RAG Architecture Suitability Analysis Framework
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Fig. 1. RAG Pipeline Classification Decision Tree. The figure presents the systematic decision-making framework used to
classify theoretical medical questions into their optimal RAG pipeline categories. The decision tree evaluates key char-
acteristics such as relationship complexity between medical concepts, information distribution patterns, query structure
complexity, and reasoning requirements. Starting from the initial question analysis, the framework guides classifica-
tion into Basic RAG (for direct factual queries), Multi-vector RAG (for questions requiring diverse knowledge sources),
or Graph-enhanced RAG (for complex relationship-based queries). This evidence-based classification ensures optimal
matching between question types and retrieval pipelines for medical education applications.

3.5. Complexity level characteristics

The questions in the dataset are categorized into three complexity levels: Basic, Intermediate,
and Advanced based on the depth of medical knowledge required, the cognitive effort involved,
and the nature of information integration needed for accurate resolution:

« Basic Level Questions focus on fundamental definitions, basic pathophysiology, and direct fac-
tual knowledge. These questions typically in- volve single-concept retrieval and straightfor-
ward medical terminology recognition.

Intermediate Level Questions involve moderate complexity scenarios requiring understanding
of disease mechanisms, diagnostic approaches, and treatment principles. These questions of-
ten require integration of multiple medical concepts and represent the largest portion of the
dataset.

Advanced Level Questions present complex theoretical scenarios demanding deep under-
standing of pathophysiological mechanisms, differential diagnosis considerations, and ad-
vanced medical principles. These questions often involve sophisticated medical reasoning and
comprehensive knowledge integration.

3.6. RAG pipeline classification framework

Each question underwent systematic analysis to determine its optimal RAG pipeline suitabil-
ity using a structured evaluation framework. The decision-making process follows a systematic
classification tree as illustrated in Fig. 1, while the resulting pipeline types are compared in
Fig. 2. The classification framework evaluates several key factors:

Basic RAG Suitability (78.75 % of questions): Questions with explicit terminology, direct fac-
tual content, and straightforward retrieval requirements. These typically involve definition-based
queries or simple factual recall that can be effectively answered through standard document re-
trieval. Multi-vector RAG Suitability (20.5 % of questions): Questions re- quiring diverse knowl-
edge sources, multiple perspectives on medical concepts, or integration of information from var-
ious medical domains. These questions benefit from multiple representation strategies and com-
prehensive knowledge coverage.
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Comparison of RAG Pipeline Types

Pipeline variants optimized for different clinical question types

Basic RAG

Clinical Query

|

Vector Retriever

Document Knowledge
7Base —

LLM Generator

« Simple implementation

« Direct term retrieval

+ Low computational complexity

* Minimal preprocessing needed

« Suitable for explicit, factual queries

Graph-enhanced RAG

Clinical Query
Graph Traversal
( Knm;le:g; C;raph ‘

LLM Generator

« Captures entity relationships

« Hierarchical knowledge structure

* Medium-high computational complexity
* Requires knowledge graph preparation
+ |deal for relationship-focused queries

Multi-vector RAG

‘ Clinical Query

v v v

Retriever 1 Retriever 2 Retriever 3

,j@\

Multi-source Knowledge
Base

=

LLM Generator

* Multiple representation strategies
« Diverse retrieval approaches

* Medium computational complexity
* Requires multiple vector indices

« Best for multifaceted topics

Key Characteristics Comparison:

Characteristic Basic RAG Graph-enhanced RAG Multi-vector RAG
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Optimal for Question Types Direct factual queries Relationship-focused queries Multifaceted topics

p ion Ci i Low Medium-High Medium

The above comparison illustrates how different RAG pipelines process information flows and handle
various clinical query types.

Fig. 2. Comparison of RAG Pipeline Types. The figure illustrates the key differences be- tween Basic RAG (simple doc-
ument retrieval), Graph-enhanced RAG (structured knowledge representation), and Multi-vector RAG (diverse represen-
tation approaches). For each pipeline type, the diagram shows information flow patterns, typical use cases, and relative
computational complexity. The comparison table highlights how different medical question types benefit from specific
design approaches optimized for theoretical medical knowledge retrieval.

Graph-enhanced RAG Suitability (5.5 % of questions): Questions involving complex medical
relationships, hierarchical knowledge structures, and entity interconnections that benefit from
graph-based knowledge representation. These represent sophisticated theoretical queries requir-
ing advanced reasoning capabilities.

By systematically considering information complexity, retrieval needs, domain breadth, and
cognitive demands, the classification process ensures each question is aligned with the most
suitable RAG pipeline to maximize performance in educational applications.

4. Experimental Design, Materials and Methods
4.1. Dataset creation process

The RAGCare-QA dataset was developed through a systematic multi- stage process specifi-
cally designed for theoretical medical knowledge assessment, as illustrated in Fig. 3. The creation



J. Dobreva, I. Karasmanakis and F. Ivanisevic et al./Data in Brief 63 (2025) 112146 7

Dataset Creation Process
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- Systematic error checking

Final RAGCare-QA Dataset (420
pairs)

Fig. 3. Dataset Creation Process. The figure illustrates the systematic five-stage approach used to develop the RAGCare-
QA dataset. The process begins with source material collection from European medical literature, followed by question-
answer pair generation by medical experts across six specialties and three complexity levels. Each pair then undergoes
RAG pipeline suitability analysis using specific criteria for Basic RAG, Graph-enhanced RAG, and Multi-vector RAG ap-
proaches. Quality control measures ensure medical accuracy and appropriate complexity classification. The process con-
cludes with dataset validation by independent experts. The final dataset contains 420 theoretical medical knowledge
questions with comprehensive annotations and source references.

process began with comprehensive collection of source materials from authoritative European
medical textbooks, educational curricula, and clinical guidelines commonly used in medical ed-
ucation programs.

The source materials were systematically collected from authoritative medical references
across multiple licensing categories to ensure comprehensive coverage and copyright compli-
ance. The primary source was “Interna medicina” (6th edition, 2022), editors Mitja Ko$nik, Dusan
Stajer, and colleagues, published by Medicinska fakulteta (University of Ljubljana Medical Fac-
ulty), Slovensko zdravniSko drustvo (Slovenian Medical Association), and Buca [14], contribut-
ing 180 questions (42.9 % of the dataset). Additional sources included “Onkologija: Ucbenik
za Studente medicine” (1st edition, 2018) by Strojan & Hocevar, published by Onkoloski insti-
tut Ljubljana [16], contributing 44 questions (10.5 %) and licensed under Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International. “Harrison’s Principles of Internal
Medicine” (20th edition) [15] contributed 19 questions (4.5 %) through transformed contex-
tual synthesis. Open access educational resources from StatPearls and NCBI Bookshelf [17] pro-
vided 56 questions (13.3 %), also licensed under Creative Commons Attribution-NonCommercial-
NoDerivatives 4.0 International. Peer-reviewed journal articles from high-impact publications
contributed 39 questions (9.3 %), and the remaining 82 questions (19.5 %) were derived from
additional educational materials including medical curricula and clinical practice guidelines. This
multi-tiered approach ensures comprehensive coverage of established medical knowledge across
six targeted specialties while maintaining rigorous copyright compliance standards.

Medical education experts and subject matter specialists formulated questions across six
medical specialties, ensuring coverage of fundamental theoretical concepts essential for medi-
cal training. Questions were designed as multiple-choice items with five options (a-e), following
standard medical education assessment formats. Each question targets specific learning objec-
tives and cognitive levels appropriate for medical students and healthcare professionals.

The question development process prioritized theoretical knowledge over clinical case-based
scenarios, focusing on pathophysiology, disease mechanisms, diagnostic criteria, pharmacological
principles, and anatomical knowledge. This approach ensures the dataset serves as a comprehen-
sive resource for foundational medical education rather than clinical decision-making training.

For each question, detailed contextual information was extracted from source materials, in-
cluding specific page references and relevant text passages that support the correct answer. This
contextualization enables effective training and evaluation of RAG pipelines by providing rich
source material for retrieval processes.
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4.2. RAG pipeline analysis and annotation

Each question underwent systematic analysis to determine its optimal RAG pipeline using a
structured evaluation framework. The analysis considered multiple factors including information
structure, retrieval complexity, knowledge domain requirements, and cognitive processing needs.

Basic RAG Classification: Questions were classified as Basic RAG suitable when they involved
direct factual retrieval, explicit terminology, clear question structure, and straightforward answer
pathways. These questions typically require simple document-based retrieval without complex
relation- ship processing and represent the majority of the dataset (78.75 %).

Multi-vector RAG Classification: Questions requiring diverse information sources, multiple
conceptual perspectives, cross-domain knowledge integration, or comprehensive coverage of
medical topics were classified as Multi-vector RAG suitable (20.5 %). These questions benefit
from multiple retrieval strategies and diverse representation approaches.

Graph-enhanced RAG Classification: A meaningful subset of questions (5.5 %) requiring com-
plex relationship modeling, hierarchical knowledge representation, and sophisticated entity in-
terconnection analysis were classified as Graph-enhanced RAG suitable. These questions involve
the most complex theoretical reasoning scenarios requiring advanced graph-based retrieval ap-
proaches.

The annotation process involved medical education experts working in conjunction with Al
specialists to ensure both medical accuracy and appropriate technical classification using the
decision framework shown in Fig. 1. Inter-rater reliability was maintained through systematic
review processes and consensus-building approaches.

4.3. Quality assurance and validation

The dataset underwent comprehensive quality assurance to ensure medical accuracy, appro-
priate difficulty progression, and correct RAG pipeline classification. Medical content was vali-
dated against authoritative sources, with particular attention to European medical practice stan-
dards and edu- cational requirements.

Each question’s difficulty level was validated through expert review, ensuring appropriate
classification into Basic, Intermediate, and Advanced categories. The progression from basic fac-
tual knowledge to complex theoretical understanding reflects authentic medical education path-
ways.

RAG pipeline annotations were validated through cross-verification processes, where three
experts independently assessed question suitability for different retrieval approaches. Disagree-
ments were resolved through consensus meetings and detailed discussion of classification cri-
teria. The final dataset underwent validation by independent medical and Al experts to ensure
accuracy of medical content and appropriate RAG pipeline annotations, as shown in the final
stage of Fig. 3.

Limitations

The RAGCare-QA dataset has several limitations that researchers should consider. The con-
tent primarily reflects European medical education standards and may not fully represent global
medical education approaches or regional variations in medical practice. The dataset focuses on
six major medical specialties, potentially limiting applicability to other medical do- mains such
as surgery, pediatrics, or psychiatry.

The multiple-choice format, while standard in medical education, may not capture all forms
of theoretical medical knowledge assessment used in educational settings. The dataset’s theoret-
ical focus excludes practical clinical skills, procedural knowledge, and patient interaction scenar-
ios that form important components of comprehensive medical education.
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The complexity level classifications, while expert-validated, may not align perfectly with all
educational frameworks or institutional standards. The RAG implementation complexity shows
a reasonable balance among Ba- sic RAG (75.0 %) for straightforward queries, Multi-vector RAG
(19.5 %) for complex knowledge integration, and Graph-enhanced RAG (5.5 %) for relationship-
based reasoning, which may provide sufficient diversity for com- prehensive retrieval architec-
ture evaluation.

Language limitations exist as the dataset is primarily in English with some source materials
in Slovenian, potentially affecting applicability in multilingual educational contexts. The static
nature of the knowledge base may require periodic updates to maintain currency with evolving
medical under- standing and educational standards.

Ethics Statement

This research complies with ethical publication guidelines and institutional review require-
ments. The dataset construction involved no human subjects research, animal experimentation,
or collection of sensitive personal data. All source materials were derived from publicly available
medical literature, educational resources, and established clinical guidelines.

Source Material Usage and Copyright Compliance: The dataset creation process employed
systematic content transformation methodologies to ensure copyright compliance while main-
taining educational research integrity. Question development involved creating original multiple-
choice assessments based on established medical knowledge, with all contextual information
paraphrased and synthesized from source materials rather than reproduced verbatim.

For materials licensed under Creative Commons Attribution-NonCommercial-NoDerivatives
4.0 International, including “Onkologija: U¢benik za Studente medicine” [16] (44 questions,
10.5 %) and StatPearls/NCBI Bookshelf resources [17] (56 questions, 13.3 %), educational use is
explicitly permitted with proper attribution. For “Interna medicina” [14] (180 questions, 42.9 %),
published by University of Ljubljana Medical Faculty in collaboration with Slovenian Medical As-
sociation, question development followed academic fair use principles for educational research
involving university-published materials. For “Harrison’s Principles of Internal Medicine” [15]
(19 questions, 4.5 %), contextual information was substantially paraphrased and synthesized to
present medical concepts in original formulations, preserving only bibliographic references and
page citations for academic attribution purposes.

The systematic content paraphrasing process involved medical experts reformulating all med-
ical concepts into novel assessment formats without reproducing any substantial portions of
original textual content from any source. Only essential bibliographic information (references
and page numbers) was preserved to maintain academic integrity and enable verification of
medical accuracy. This comprehensive paraphrasing methodology represents original scholarly
work that enhances medical education research while respecting intellectual property rights
through complete textual transformation of all source materials.

No proprietary or confidential medical information was included in the dataset. The ques-
tions and answers represent established medical knowledge reformulated into original assess-
ment items and do not include experimental or unvalidated medical information.
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